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ABSTRACT
We study the expressive power of non-size increasing recursive definitions over lists. This notion of computation is such that the size of all intermediate results will automatically be bounded by the size of the input so that the interpretation in a finite model is sound with respect to the standard semantics. Many well-known algorithms with this property such as the usual sorting algorithms are definable in the system in the natural way. The main result is that a characteristic function is definable if and only if it is computable in time \(O(2^{p(n)})\) for some polynomial \(p\).

The method used to establish the lower bound on the expressive power also shows that the complexity becomes polynomial time if we allow primitive recursion only. This settles an open question posed in [1, 7].

The key tool for establishing upper bounds on the complexity of derivable functions is an interpretation in a finite relational model whose correctness with respect to the standard interpretation is shown using a semantic technique.
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1. INTRODUCTION
Consider the following recursive definition of a function on lists:

\[
\begin{align*}
\text{twice}(\text{nil}) & = \text{nil} \\
\text{twice}(\text{cons}(x, l)) & = \text{cons}(\text{cons}(x, \text{twice}(l)), l)
\end{align*}
\]

(1)

Here \text{nil} denotes the empty list, \text{cons}(x, l) denotes the list with first element \(x\) and remaining elements \(l\). \(\text{cons}\), \(\text{nil}\) are the members of a type \(T\) of truth values. We have that \(\text{twice}(l)\) is a list of length \(2 \cdot |l|\) where \(|l|\) is the length of \(l\). Now consider

\[
\begin{align*}
\text{exp}(\text{nil}) & = \text{cons}(\text{nil}, \text{nil}) \\
\text{exp}(\text{cons}(x, l)) & = \text{twice}(\text{exp}(l))
\end{align*}
\]

(2)

We have \(|\text{exp}(l)| = 2^{|l|}\) and further iteration leads to elementary growth rates.

This shows that innocuous looking recursive definitions can lead to enormous growth. In order to prevent this from happening it has been suggested in [3, 10] to rule out definitions like (2) above, where a recursively defined function, here \text{twice}, is applied to the result of a recursive call. Indeed, it has been shown that such discipline restricts the definable functions to the polynomial-time computable ones and moreover every polynomial-time computable function admits a definition in this style.

Many naturally occurring algorithms, however, do not fit this scheme. Consider, for instance, the definition of insertion sort:

\[
\begin{align*}
\text{insert}(x, \text{nil}) & = \text{cons}(x, \text{nil}) \\
\text{insert}(x, \text{cons}(y, l)) & = \\
& \quad \text{if } x \leq y \text{ then } \text{cons}(x, \text{cons}(y, \text{insert}(x, l))) \\
& \quad \text{else } \text{cons}(y, \text{insert}(x, \text{sort}(l)))
\end{align*}
\]

(3)

Here just as in (2) above we apply a recursively defined function (\text{insert}) to the result of a recursive call (\text{sort}), yet no exponential growth arises.

It has been argued in [4] and [7] that the culprit is definition (1) because it defines a function that increases the size of its argument and that non size-increasing functions can be arbitrarily iterated without leading to exponential growth.

In [4] a number of partly semantic criteria were offered which allow one to recognise when a function definition is non size-increasing. In [7] we have given syntactic criteria based on linearity (bound variables are used at most once) and a so-called resource type \(\Diamond\) which counts constructor symbols such as "\text{cons}" on the left hand side of an equation.

This means that \text{cons} becomes a ternary function taking one argument of type \(\Diamond\), one argument of some type \(A\) (the head) and a third argument of type \(L(A)\), the tail. There being no closed terms of type \(\Diamond\) the only way to apply \text{cons}
is within a function definition; for instance, we can write

\[
\text{append}(l_1, l_2) = \text{match } l \text{ with } \text{nil} \Rightarrow l_2 \\
| \text{cons}(d, a, l) \Rightarrow \text{cons}(d, a, \text{append}(l_1, l_2))
\]

(4)

We notice that the following attempted definition of \texttt{twice} is illegal as it violates linearity (the bound variable \(d\) is used twice):

\[
\text{twice}(\text{nil}) = \text{nil} \\
\text{twice}(\text{cons}(d, x, l)) = \text{cons}(d, x, \text{twice}(l))
\]

(5)

The definition of \texttt{insert}, on the other hand, is in harmony with linearity provided that \texttt{insert} gets an extra argument of type \(\Delta\) and, moreover, we assume that the inequality test returns its arguments for subsequent use.

The main result of \cite{7} and \cite{1} was that all functions thus definable by \textit{structural recursion} are polynomial-time computable even when higher-order functions are allowed. In \cite{8} it has been shown that general-recursive first-order definitions admit a translation into a fragment of the programming language \(C\) without dynamic memory allocation ("malloc") which allows one to automatically construct imperative implementations of algorithms on lists which do not require extra space or garbage collection. More precisely, this translation maps the resource type \(\Delta\) to the \(C\)-type \(\mathbf{void}^{*} \times \) of pointers. The \texttt{cons} function is translated into the \(C\)-function which extends a list by a given value using a provided piece of memory. It is proved that the pointers arising as denotation of terms of type \(\Delta\) always point to free memory space which can thus be safely overwritten.

This translation also demonstrates that all definable functions are computable on a Turing machine with linearly bounded work tape and an unbounded stack (to accommodate general recursion) which by a result of Cook\(^1\) \cite{5} equals the complexity class \(\text{DTIME}(2^{O(n)})\). It was also shown in \cite{8} that any such function admits a representation.

In the presence of higher-order functions the translation into \(C\) breaks down as \(C\) does not have higher-order functions. Of course, higher-order functions can be simulated as closures, but this then requires arbitrary amounts of space as closures can grow proportionally to the runtime. In a system based on structural recursion such as \cite{7} this is not a problem as the runtime is polynomially bounded there. The hitherto open question of complexity of general recursion with higher-order functions is settled in this paper and shown to require a polynomial amount of space only in spite of the unbounded runtime.

We thus demonstrate that a function is representable with general recursion and higher-order functions iff it is computable in polynomial space and an unbounded stack or equivalently (by Cook's result) in time \(O(2^{O(n)})\) for some polynomial \(p\). The lower bound of this result also demonstrates that indeed all characteristic functions of problems in \(P\) are definable in the structural recursive system. This settles a question left open in [1, 7].

\(^1\)This result asserts that if \(\mathbf{L}(n) > \log(n)\) then \(\text{DTIME}(2^{O(\mathbf{L}(n))})\) equals the class of functions computable by a Turing machine with an \(\mathbf{L}(n)\)-bounded \(R/W\)-tape and an unbounded stack.

In view of the results presented in this paper, these systems of non-size-increasing computation thus provide a very natural connection between complexity theory and functional programming. There is also a connection to finite model theory in that—as will be shown below—such programs admit a sound interpretation in a finite model. This improves upon earlier combinations of finite model theory with functional programming \cite{6} where interpretation in a finite model was achieved in a brute-force way by changing the meaning of constructor symbols, e.g. successor of the largest number \(N\) was defined to be \(N\) itself. In those systems it is the responsibility of the programmer to account for the possibility of cut-off when reasoning about the correctness of programs. In the systems studied here linearity and the presence of the resource types automatically ensure that cutoff never takes place. Formally, it is shown that the standard semantics in an infinite model agrees with the interpretation in a certain finite model for all well-formed programs.

Another piece of related work is Jones' \cite{9} where the expressive power of cons-free higher-order programs is studied. It is shown there that first-order cons-free programs define polynomial time, whereas second-order programs define \(\text{EXPTIME}\). This shows that the presence of "cons", tamed by linearity and the resource type changes the complexity-theoretic strength. While \cite{9} also involves Cook's abovementioned result (indeed, this result was brought to the author's attention by Neil Jones) the other parts of the proof are quite different.
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## 2. SYNTAX AND TYPING RULES

The terms of the language are given by the following grammar:

\[
\begin{align*}
    e :::= & \quad x & \text{variable} \\
         & | f(e_1, \ldots, e_n) & \text{function application} \\
         & | \text{true}, \text{false} & \text{boolean constant} \\
         & | \text{if } e \text{ then } e' \text{ else } e'' & \text{conditional} \\
         & | e_1 \otimes e_2 & \text{pairing} \\
         & | \text{nil} & \text{empty list} \\
         & | \text{cons}(e_1, e_2, e_3) & \text{cons with resource arg.} \\
         & | \text{match } c_1 \text{ with } \text{nil} \Rightarrow e_2 \\
         & | \text{match } c_1 \text{ with } x \otimes y \Rightarrow e_2 & \text{pair elimination} \\
         & | \lambda x. e & \text{linear lambda abstraction} \\
         & | e_1 e_2 & \text{linear function application}
\end{align*}
\]

The match constructs as well as \(\lambda\) bind variables.

The **types** are given by the following grammar.

\[
A ::= T \otimes | \mathbf{L}(A) | A_1 \otimes A_2 | A_1 \rightarrow A_2
\]

Here \(T\) is the type of truth values, \(\mathbf{L}(A)\) stands for lists with entries of type \(A\), \(A_1 \otimes A_2\) is the type of pairs with first component of type \(A_1\) and second component of type \(A_2\). The
type \( A_1 \rightarrow A_2 \) is the type of functions from \( A_1 \) to \( A_2 \), and finally \( \odot \) is the resource type. The heap-free types contain \( \Gamma \) and are closed under \( \odot \). Variables of heap-free type may be used more than once as described by rule CONTR below. One referee asked why values of product type are called heap-free; this is motivated by the C-language in which structures of fixed size can be stored on the stack, hence need not be boxed. The same is true for Microsoft’s C#, but not for Java. At any rate, for heap-free type \( A \) a duplication function of type \( A \rightarrow A \odot A \) is definable even without rule CONTR; the reason for introducing the concept at all is that the proof of the upper bound in Theorem 5.1 used an abstract property that heap-free types have, thus possibly leading to extensions of heap-freeness to cases where duplication is not syntactically definable. Also it facilitates the writing of examples if one is free to duplicate elements of certain types without explicitly recording it with a duplication function.

In [8] also tree types and disjoint union types were considered. We refrain from doing so here for the sake of simplicity. However, it has been checked that all the constructions presented here carry over to this richer setting.

A signature \( \Sigma \) maps a finite set of function symbols to expressions of the form \((A_1, \ldots, A_n) \rightarrow B\) where \( A_1 \ldots A_n \) and \( B \) are types.

A typing context \( \Gamma \) is a finite function from variables to types; if \( x \notin \text{dom}(\Gamma) \) then we write \( \Gamma, x : A \) for the extension of \( \Gamma \) with \( x \rightarrow A \). More generally, if \( \text{dom}(\Gamma) \cap \text{dom}(\Delta) = \emptyset \) then we write \( \Gamma, \Delta \) for the disjoint union of \( \Gamma \) and \( \Delta \). If such notation appears in the premise or conclusion of a rule below it is implicitly understood that these disjointness conditions are met. We write \( \varepsilon[x/y] \) for the term obtained from \( \varepsilon \) by replacing all occurrences of the free variable \( y \) in \( \varepsilon \) by \( x \) after suitable renaming of bound variables so as to prevent capture. We consider terms modulo renaming of bound variables.

Let \( \Sigma \) be a signature. The typing judgment \( \Gamma \vdash e : A \) read “expression \( e \) has type \( A \) in typing context \( \Gamma \)” and signature \( \Sigma \)” is defined by the following rules.

\begin{align*}
\text{(VAR)} & \quad \frac{\Gamma, x : \tau \vdash \delta(x)}{\Gamma, x : \tau \vdash e : \Sigma(x)} \\
\text{(SIG)} & \quad \frac{\Sigma(f) = (A_1, \ldots, A_n) \rightarrow B \quad \Gamma \vdash e_i : A_i \text{ for } i = 1 \ldots n}{\Gamma \vdash f(e_1, \ldots, e_n) : B} \\
\text{(CONTR)} & \quad \frac{\Gamma, x : A, \Delta \vdash e : B \quad \Lambda \vdash e[x/y] : B}{\Gamma, \Delta \vdash e : A \odot B} \\
\text{(CONST)} & \quad \frac{e \in \{\text{nil, cons}\} \quad \Gamma \vdash e : \text{Nil}}{\Gamma \vdash e : \text{Nil}} \\
\text{(IF)} & \quad \frac{\Gamma \vdash e : \tau \quad \Delta \vdash e' \rightarrow A \quad \Delta \vdash e'' \rightarrow A}{\Gamma, \Delta \vdash \text{if } e \text{ then } e' \text{ else } e'' : A}
\end{align*}

Application of function symbols is linear in the sense that several operands must in general not share common free variables. This is because of the implicit side condition on juxtaposition of contexts mentioned above. In view of rule CONTR, however, variables of a heap-free type may be shared and moreover the same free variable may appear in different branches of a case distinction as follows e.g. from the form of rule IF. It follows by standard type-theoretic techniques that type checking for this system is decidable in linear time. More precisely, we have a linear time computable function which given a context \( \Gamma \), a term \( e \) in normal form \(^2\), and a type \( A \) either returns a minimal subcontext \( \Delta \) of \( \Gamma \) such that \( \Delta \vdash e : A \) or returns “failure” in the case where \( \Gamma \vdash e : A \) does not hold. This function can be defined by primitive recursion over \( e \).

A program consists of a signature \( \Sigma \) and for each symbol \( f : (A_1, \ldots, A_n) \rightarrow B \) contained in \( \Sigma \) a term \( e_f \) such that \( x_1 : A_1, \ldots, x_n : A_n \vdash e_f : B \).

3. DENOTATIONAL SEMANTICS

In order to specify the purely functional meaning of programs we introduce a denotational semantics following [11].

A partially ordered set \( D = (D, \leq) \) is a complete partial order, cpo for short, if each increasing chain \( x_0 \leq x_1 \leq \ldots \) has a least upper bound \( \bigvee_i x_i \) in \( D \). A function from cpo \( D \) to cpo \( E \) is continuous if it is monotone and preserves \(^2\)i.e. one that does not contain instance of match applied to constructors (nil, cons, \( \odot \)) or \( \lambda \)-abstractions in applied position.
these least upper bounds. Any set forms a (discrete) cpo. If \( D \) is a cpo its lifting \( D \uparrow \) is formed by freely adjoining a least element \( \bot \). For cpos \( D \) and \( E \) we have their cartesian product \( D \times E \) with the component-wise ordering. We write \((x, y)\) for the pair with components \( x \) and \( y \) and if \( p = (x, y) \) we write \( p.1 = x \) and \( p.2 = y \) for the first and second projections. We write \( D \times E \times F \) as a shorthand for \( D \times (E \times F) \). We have the continuous function space \( D \rightarrow E \) consisting of continuous functions from \( D \) to \( E \) with the point-wise ordering. Elements of \( D \rightarrow E \) may be defined using \( \lambda \)-notation if continuity is ensured. For instance, if \( e \in E \) the expression \( \lambda x. e \) denotes the constant function in \( D \rightarrow E \).

The cpo \( \text{L}(D) \) consists of finite lists of elements of \( D \) with lists of equal length ordered component-wise and lists of different length being incomparable. We write \( [] \) for the empty list, \( a :: l \) for the list with first element \( a \) and remaining elements \( l \), we write \([a_1, \ldots, a_n] \) for the list with members \( a_1, \ldots, a_n \) and \( l \).

We assign a cpo to each type by

\[
\text{L}(T) = \begin{cases} \{tt, ff\} & \text{if } T = \text{tt} \\ \{0\} & \text{if } T = \text{ff} \\ \text{L}(\text{L}(A)) & \text{if } T \in \text{dom}(\Sigma) \\ \end{cases}
\]

To each program \( P = (\Sigma, (c_\epsilon)_{\epsilon \in \text{dom}(\Sigma)}) \) we can now associate a mapping \( \llbracket P \rrbracket \) such that \( \llbracket P \rrbracket(f) \) is a continuous map from \( \llbracket \epsilon \rrbracket \times \cdots \times \llbracket \epsilon \rrbracket \) to \( \llbracket \epsilon \rrbracket \) whenever \( f \in \text{dom}(\Sigma) \) and \( \Sigma(f) = (\epsilon_1, \ldots, \epsilon_n) \rightarrow \epsilon \).

This meaning is given in the standard fashion as the least fixedpoint of an appropriate compositionally defined operator, as follows.

A valuation of a context \( \Gamma \) is a function \( r_\Gamma \) such that \( r_\Gamma(x) \in \llbracket \epsilon \rrbracket \) for each \( x \in \text{dom}(\Gamma) \); a valuation of a signature \( \Sigma \) is a function \( r_\Sigma \) such that \( r_\Sigma(f) \in \llbracket \epsilon \rrbracket \times \cdots \times \llbracket \epsilon \rrbracket \rightarrow \llbracket \epsilon \rrbracket \) whenever \( f \in \text{dom}(\Sigma) \) and \( \Sigma(f) = (\epsilon_1, \ldots, \epsilon_n) \rightarrow \epsilon \).

To each expression \( c \) such that \( \Gamma \vdash c : A \) we assign a function mapping a valuation \( r_\Gamma \) of \( \Gamma \) and a valuation \( r_\Sigma \) of \( \Sigma \) to an element in \([A]_{\rho, \sigma}\) interpreted according to the valuations; basic functions and expression formers are interpreted by the eponymous set-theoretic operations, ignoring the arguments of type \( \text{O} \) in the case of constructor functions. The formal definition of \( \llbracket P \rrbracket \) is by induction on terms.

Here are a few representative clauses.

\[
\begin{align*}
[\epsilon]\rho, \sigma &= \eta(x) \\
[f(c_1, \ldots, c_n)]\rho, \sigma &= \rho(f)[[c_1]]\rho, \sigma, \ldots, [[c_n]]\rho, \sigma \\
[\text{cons}(c_1, c_2, c_3)]\rho, \sigma &= [[c_2]]\rho, \sigma :: [[c_3]]\rho, \sigma \\
[\text{match}\ c\ with\ \text{nil}\Rightarrow c_1\ |\ \text{cons}(d, h, t)\Rightarrow c_2]_{\rho, \sigma} &= [c_1]_{\rho, \sigma} \quad \text{when } \rho[c_1] = [] \\
&= [c_2]_{\rho, \sigma} \quad \text{when } \rho[c_1] = [d, h, t] \\
\text{match } c \text{ with } \text{nil} \Rightarrow c_1 \text{ and } \text{cons}(d, h, t) \Rightarrow c_2 \text{ with } \rho = \epsilon \text{ and } \Sigma(f) = (\epsilon_1, \ldots, \epsilon_n) \rightarrow \epsilon \\
\lambda x. c_{\epsilon_1, \ldots, \epsilon_n}(x)_{\rho, \sigma} &= [c_{[\epsilon_1]_{\rho, \sigma}, \ldots, [\epsilon_n]_{\rho, \sigma}}]_{\rho, \sigma} \\
\end{align*}
\]

A program \( (\Sigma, (c_\epsilon)_{\epsilon \in \text{dom}(\Sigma)}) \) is interpreted as the least upper bound of the following (point-wise) increasing sequence of valuations:

\[
\rho_0(f)(\epsilon) = \bot \\
\rho_{k+1}(f)(\epsilon_1, \ldots, \epsilon_n) = [c_f]_{\rho_k, \rho} \\
\]

where \( \rho(x_i) = \epsilon_i \) for any \( f \in \text{dom}(\Sigma) \). Notice that \( \rho = \bigvee_{k} \rho_k \) satisfies

\[
\rho(f)(\epsilon_1, \ldots, \epsilon_n) = [c_f]_{\rho, \rho} \\
\]

and is minimal with this property.

We stress that this order-theoretic semantics does not say anything about computational complexity. Its only purpose is to pin down the functional denotations of programs so that we can formally state what it means to implement a function. Accordingly, the resource type is interpreted as a singleton set, \( \oslash \) and \( \rightarrow \) are interpreted as ordinary product and function space disregarding linearity.

If \( f \) is a function symbol defined in a program \( P \) that is clear from the surrounding context then we may abbreviate \( \llbracket P \rrbracket(f) \) to \( \llbracket f \rrbracket \).

### 3.1 Examples

**Reverse:**

\[
\text{rev} : (L(N), L(N)) \rightarrow L(N)
\]

\[
\text{rev} : (L(N)) \rightarrow L(N)
\]

\[
\text{rev} = \text{match } l \text{ with } \text{nil} \Rightarrow \text{acc} \\
\text{cons}(d, h, t) \Rightarrow \text{rev}_\text{au}(t, \text{cons}(d, h, \text{acc}))
\]

**Insertion sort**

\[
\text{insert} : (\oslash, N, L(N)) \rightarrow L(N)
\]

\[
\text{sort} : (L(N)) \rightarrow L(N)
\]

\[
\text{sort} = \text{match } l \text{ with } \text{nil} \Rightarrow \text{nil} \\
\text{cons}(d, h, t) \Rightarrow \text{insert}(d, \text{cons}(d', a, t))
\]

\[
\text{AppTail : (A \rightarrow A, L(A))} \rightarrow L(A)
\]

\[
\text{AppTail}(f, l) = \text{match } l \text{ with } \text{nil} \Rightarrow \text{nil} \\
\text{cons}(d, b, t) \Rightarrow \text{AppTail}(f, \text{cons}(d, b, \text{AppTail}(f, t)))
\]

**Composing all functions in a list**

\[
\text{ComposeList : (L((\oslash \rightarrow \text{O} \rightarrow A)) \rightarrow A) \rightarrow A \rightarrow A}
\]

\[
\text{ComposeList}(f, a) = \text{match } t \text{ with } \text{nil} \Rightarrow \text{cons}(d, f(b), t) \\
\text{cons}(d', b', t') \Rightarrow \text{cons}(d, b, \text{AppTail}(f, \text{cons}(d', b', t')))
\]

**Higher-order tail recursion**

\[
\text{Contrived} : (A, A \rightarrow A) \rightarrow A
\]

\[
\text{Contrived}(x, f) = \text{if } p(x) \text{ then } f(x) \\
\text{else if } q(x) \text{ then } \text{Contrived}(\text{a}(x), \text{ly} g(f(g(x)))) \\
\text{else Contrived}(b(x), \text{ly} h(f(h(x))))
\]
In the last example, \( p, q : \{A\} \rightarrow T \) and \( a, b, g, h : \{A\} \rightarrow A \) are arbitrary function symbols defined independently or indeed simultaneously with \( \text{Contrived} \). The point of the example is that under a functional evaluation strategy the intermediate term denoting the currently accumulated function grows arbitrarily. Many more examples are given in [7, 8].

4. LOWER BOUND ON EXPRESSIVITY

In this section we characterise the functions of the type \((L(T)) \rightarrow L(T)\) definable in the system. We will say nothing about higher-order functionals definable in the system. Note, however, that a first-order function may involve a higher-order functional as part of its definition. This situation is encompassed by our characterisation.

Let us write \( W = L(T) \) and \( T = \{tt, ff\} \) and \( W_t = L(T) \) and \( T = \{tt, ff\} \). For a set \( A \) we define \( L_n(A) = \{w \in A^n \mid |w| = n\} \) as the set of lists of length \( n \) over \( A \). We write \( W_n = L_n(T) \) so that \( W_n \subseteq W \). Elements of \( W_n \) will be identified with the set \( \{0, \ldots, 2^n - 1\} \) using the binary encoding. E.g. \( W_3 \) \( \{0, \ldots, 7\} \).

If \( A_1, \ldots, A_n, B \) are types and \( f : \prod_{i=1}^n A_i \rightarrow B \) is a function then we say that \( f \) is representable if there exists a program containing a function symbol \( f : \{A_1, \ldots, A_n\} \rightarrow B \) such that \( f \). Our aim in this section is to prove the following result.

**Theorem 4.1.** Let \( f : W \rightarrow W \) be a function such that \( |f(w)| \leq |w| \) and such that \( f(x) \) is computable on a deterministic Turing machine in time \( O(2^n|x|) \) for some polynomial \( p \). Then \( f \) is representable.

**Definition 4.2.** Let \( s : \mathbb{N} \rightarrow \mathbb{N} \) be a function with \( s(n) < 2^n \) and \( k \in \mathbb{N} \) be a number. A \((k, s)\)-storage device is given by the following data:

- a set \( S = [S] \) for some type \( S \)
- a family of subsets \( S_n \subseteq S \) for \( n \in \mathbb{N} \).
- a representable function (a constant) \( \text{init} = \cdot \) with \( [\text{init}] = \text{init} \),
- a representable function \( \text{read} : W \times W \times S \rightarrow W \times W \times T \times S \), i.e., there is

  \[
  \text{read} : L(T) \otimes L(T) \otimes S \rightarrow L(T) \otimes L(T) \otimes T \otimes S
  \]

  with \( [\text{read}] = \text{read} \),
- a representable function \( \text{write} : W \times W \times T \times S \rightarrow W \times W \times S \), i.e., there is . . .

such that for all \( n \in \mathbb{N} \) and \( w, w_1, w_2, w_3 \in W_n \), \( a, a' \in W_n \) and \( s \in S_n \) the following are satisfied:

- \( \text{init}(i) \in S_n \)
- \( \text{read}(w, a, s) = (w', a', b, s') \) implies \( w' \in W_{kn}, a' \in W_n, s' = s \)
- \( \text{read}(w_1, a, s \cdot w_2, a', b, s) = \text{read}(w_1, a, w_2, a', b, s)\)
- \( \text{write}(w, a, b, s) = (w', a', s') \) implies \( w' \in W_{kn}, a' \in W_n, s' = s \)
- \( \text{read}(w_1, a, \text{write}(w_2, a, b, s), s') = \text{read}(w_1, a, s') \)

This means that an element of \( S_n \) is capable of holding \( s(n) \) bits of information. The call \( \text{read}(w, a, s) \) reads the \( a \)-th bit contained in \( s \); the call \( \text{write}(w, a, b, s) \) sets it to \( b \) when \( a < s(n) \). Otherwise, the behaviour of these functions is left unspecified.

The first argument \( w \) plays the role of a “scratch pad”; its contents are unimportant; it is used as an item of auxiliary space to perform reading and writing. Both \( \text{read} \) and \( \text{write} \) return an equally long list for possible subsequent use as a scratch pad. Similarly, the address \( a \) and (in case of \( \text{read} \) the store \( s \) itself) are being returned as part of the result. In a linear setting this is crucial as otherwise these arguments would be lost.

**Lemma 4.3.** Let \( c \in \mathbb{N} \) be a constant. There is a \((0, \lambda n, c)\)-storage device.

**Proof.** For \( n \in \mathbb{N} \) we put \( S = S_n = T^c \)

We put

\[
\text{init} = (\text{tt}, \ldots, \text{tt}) \quad \text{read}(w, a, s) = (w, a, b, s), \text{if } a < c \\
\text{read}(w, a, s) = (w, a, s), \text{otherwise} \\
\text{write}(w, a, b, s) = (w, a, b, s), \text{if } a < c \\
\text{write}(w, a, b, s) = (w, a, s), \text{otherwise}
\]

when \( s = (b_0, \ldots, b_{c-1}) \).

We have \( S = [S] \) where \( S = T \otimes \ldots \otimes T \) with \( c \) factors. Since \( c \) is a constant we can “hardwire” all possible \( c \) addresses, i.e., we use a case distinction on \( a \) of depth \( \log(c) \) to distinguish all possible different values of \( a \). We omit the details. \( \square \)

The key to larger sizes is the following lemma which shows how to “hide” information inside a (constant) function:

**Lemma 4.4.** Let \( S \) be any type and put \( S = [S] \). There is a representable functional \( \Phi : L(S) \rightarrow (W \rightarrow L(S)) \times W \) with the property:

\[
\Phi(l) = (f, w) \Rightarrow |w| = |l| \wedge \forall w', |w'| = |l| \Rightarrow f(w') = l
\]
Proof. The following program represents $f$:

$$
e_{f}(l) = \text{match } l \text{ with}
\begin{align*}
nil &\Rightarrow (\lambda x. \text{nil}) \otimes \text{nil} \\
\text{cons}(d, s, f') &\Rightarrow \text{match } f' \text{ with} \\
\text{\quad nil} &\Rightarrow \text{nil} \\
\text{\quad cons}(d', b, w') &\Rightarrow \text{cons}(d', s, f(w'))
\end{align*}
\otimes \text{cons}(d, \text{tt}, w)
$$

The idea is that if $\Phi(l) = (f, w)$ then $f$ holds all the information contained in $l$ yet the abstract space (in the form of $\otimes$-values) occupied by $l$ is returned as $w$. Of course, in order to read the information contained in $f$ we need an argument of size $|l|$.

**Lemma 4.5.** If there exists a $(k, s)$-storage device then there exists a $(k + 1, \lambda n. s(n))$-storage device.

**Proof.** Suppose the storage device of size $s$ is given by the sets $S_n \subseteq S$ and the functions $\text{init}, \text{read}, \text{write}$. We define the desired storage device on

$$S' = W \rightarrow L(S)_{\perp} = [L(T) \rightarrow L(S)]$$

where $[s] = S$ and

$$S'_n = \{ f \mid \forall w \in W_n, f(w) \in L_n(S_n) \} \subseteq S'$$

We put

$$\text{init'}([]) = []$$

$$\text{init'}(x :: w) = \text{init}(x) :: \text{init'}(w)$$

so that $\text{init'} \in S'$.

Notice that we have $\text{init'} = [\text{init'}]$ where

$$e_{\text{init'}} = \lambda w. \text{match } w \text{ with}$$

$$\text{nil} \Rightarrow \text{nil}$$

$$\text{cons}(d, s, f) \Rightarrow \text{cons}(d, \text{init}, \text{init'}(w_1))$$

The definition of $\text{read'}$ will be given as a sequence of intermediate results assuming the existence of certain helper functions whose definition we omit.

For $\text{read}'(w, a, f)$ we start with $w, a \in W$ and $f \in S'$. We intend that $w \in W_{(k + 1)n}$, $a \in W_n$, $f \in S_n$ for some $n \in \mathbb{N}$.

We split $w$ into $w_1, w_2$ such that $|w_1| + |w_2| = |w|$ and $|w_1|/|w_2| = 1/k$. If this is impossible we immediately produce some default result. Notice that if $|w| = (k + 1)n$ as intended then such decomposition is possible and $|w_1| = [a] = n$, $|w_2| = kn$. We now apply $f$ to $w_2$ yielding $l \in L(S)$, actually $l \in L_n(S_n)$ in case $f \in S_n$. We decompose $l$ into $l_1, l_2 \in L(S), s \in S, d \in S$ where $l_1 \otimes [s] \otimes l_2 = l$ and $s$ is the (mod $[a]$)-th entry of $l$. We let $a_1$ be a div $|a|$ where $|a_1| = |a| = n$ and call $\text{read}(w_2, a_1, s)$. This yields the desired boolean value $b$ which forms the main result of $\text{read}'(w_2, a, s)$. The other return values comprise $s$ and a list $w'$ with $|w'| = kn = |w_2|$. From $s, l_1, l_2, d$ we reconstruct $l$ and then—using Lemma 4.4—we reconstruct $f$ and obtain $w' \in |w_1| = n$. We return $w' \otimes w_2, a_1, b, f$.

The definition of $\text{write'}$ is analogous. □

**Proof of Theorem 4.1**

Suppose that $f : W \rightarrow W$ is a function such that $f(l)$ is computable on a Turing machine $M$ in time $2^{p(|l|)}$. Let $k$ be the degree of $p$. By Lemmas 4.3 and 4.5 there exists a $(k, \lambda n. p(2kn))$-storage device $S$.

This means that in the presence of a list $w \in W_{n/2}$ serving as a scratch pad we can store $p(n)$ bits.

Starting from the input presented as an element $l \in W$ where $n = |l|$ we first construct by recursion on $l$ an element $(w, f') \in W_{n/2} \times L_{n/2}(T \times T)$ such that $f'$ contains the entire information of $l$. Notice that this is possible as a diagonal map $\text{diag} : T \rightarrow T \times T$ with $\text{diag}(x) = (x, x)$ is definable by $e_{\text{diag}}(x) = x$ if $x$ then $\text{tt} \otimes \text{tt}$ else $\text{ff} \otimes \text{ff}$. Alternatively, we can use rule $\text{Contr}$.

Thus $w$ can be used as a scratch pad for the storage device to store the required amount of $p(n)$ bits occurring as work tape inscriptions. Additionally we can simulate an unbounded stack by general recursion, see [8] for details.

Thus, by Cook's result [5] the function $f$ is representable. □

The above can also be used to solve a question left open in [1, 7]. In those papers a restriction of the described language has been studied which confines recursion to structural recursion. This means that the function symbols are totally ordered; in the function body $e_f$ may contain function symbols less or equal to $f$ only. Moreover, if $e_f$ mentions $f$ then $f$ must have one argument $x_1$ of type $L(A)$ for some $A$ and $e_f$ must be of the form

$$e_f(x_1, \ldots, x_i, \ldots) = \text{match } x_i \text{ with}$$

$$\text{nil} \Rightarrow e_\text{nil}$$

$$\text{cons}(d, h, t) \Rightarrow e_\text{cons}$$

where $e_\text{nil}$ does not contain $f$ and $e_\text{cons}$ contains $f$ at most once and then with argument $x_1$ equal to $t$.

**Theorem 4.6.** Let $f : W \rightarrow W$ be a function such that $|f(l)| \leq |l|$ for all $l \in W$. Then $f$ is representable using structural recursion alone iff $f$ is computable in polynomial time.

**Proof.** The “only if” direction is the main result of [1, 7]. For the other direction we use a Lemma from [7] which states that if $g : L(A) \rightarrow L(A)$ is representable and moreover $|g(x)| = |x|$ then for any polynomial $p$ the function $\lambda x. g^{p(|x|)}(x)$ is representable, too. In order, then, to represent $f$ we package up a storage device $s \in S$, a scratch pad, and the input, into a single list over some appropriate type $A$, say $A = T \otimes S \otimes T$. Using for $g$ the appropriately coded one-step function of a Turing machine then yields the result. □

5. UPPER BOUND ON EXPRESSIVITY

We will now provide a corresponding upper bound on expressivity:
Theorem 5.1. If \( f : W \to W \) is representable then \( f(l) \) is computable on a deterministic Turing machine in time \( O(2^{p(l)}) \) for some polynomial \( p \).

The proof of this result is based on two intuitions: Firstly, due to the linear typing discipline the size of all intermediate results is a priori bounded by a function of the size of the input. Second, linear functions can be simulated as argument-result pairs if one allows for nondeterminism: when constructing a linear function one guesses an argument and stores it together with the corresponding result. When applying such a linear function, one checks whether the actual argument agrees with the previously guessed one and in this case returns the precomputed result. Otherwise, the result is undefined.

To make this precise we construct an appropriate finite relational model for the language and show that evaluation in that finite model yields the same result as evaluation in the official order-theoretic (infinite) model.

Let \( N \subseteq \mathbb{N} \) be a fixed parameter. We define finite sets \( \langle A \rangle \) together with functions \( \langle \alpha \rangle : \langle A \rangle \to \{0, \ldots, N\} \) for types \( A \) inductively as follows.

\[
\begin{align*}
\langle \emptyset \rangle &= \{0\} \\
\langle 0 \rangle &= 1 \\
\langle \mathsf{T} \rangle &= \{x, \#f\} \\
\langle x \Rightarrow y \rangle &= 0 \\
\langle \mathsf{L}(A) \rangle &= \{w \in \mathsf{L}([A]) \mid |w|_{\mathsf{L}(A)} \leq N\} \\
\langle [a_1, \ldots, a_n] \rangle_A &= n + \sum_{i=1}^n |a_i|_A \\
\langle A \otimes B \rangle &= \{x \in \langle A \rangle \times \langle B \rangle \mid |x|_{A \otimes B} \leq N\} \\
\langle a, b \rangle_{A \to B} &= \langle A \rangle \times \langle B \rangle \\
\langle a, b \rangle_{A \to B} &= |b|_A + |a|_A
\end{align*}
\]

For context \( \Gamma \) we define

\[
\begin{align*}
\langle \emptyset \rangle &= \{0\} \\
\langle \emptyset \rangle &= 1 \\
\langle \mathsf{T} \rangle &= \{x, \#f\} \\
\langle x \Rightarrow y \rangle &= 0 \\
\langle \mathsf{L}(A) \rangle &= \{w \in \mathsf{L}([A]) \mid |w|_{\mathsf{L}(A)} \leq N\} \\
\langle [a_1, \ldots, a_n] \rangle_A &= n + \sum_{i=1}^n |a_i|_A \\
\langle A \otimes B \rangle &= \{x \in \langle A \rangle \times \langle B \rangle \mid |x|_{A \otimes B} \leq N\} \\
\langle a, b \rangle_{A \to B} &= \langle A \rangle \times \langle B \rangle \\
\langle a, b \rangle_{A \to B} &= |b|_A + |a|_A
\end{align*}
\]

When we use, e.g., \( |x|_{A \otimes B} \) in the definition of \( \langle A \otimes B \rangle \) it refers to the defining expression for \( |A \otimes B| \) given afterwards. The "modified difference" \( x - y \) is defined as \( x - y \) if \( x > y \) and 0 otherwise. Notice that for nonnegative numbers \( x, y, z \) one has \( x + y \geq z \) if \( x \geq z - y \).

For \( U \subseteq \langle A \rangle \) we define \( |U|_A = \max_{a \in U} |a|_A \).

A relational valuation of a signature \( \Sigma \) assigns to each \( f : (A_1, \ldots, A_r) \to B \) declared in \( \Sigma \) a relation

\[
\rho(f) \subseteq \langle A_1 \otimes \cdots \otimes A_r \rangle \times \langle B \rangle
\]

such that \( (a_1, \ldots, a_r) \rho(f) b \) implies \( |b|_B \leq \sum_{i=1}^r |a_i|_A \).

Given relational valuation \( \rho \) of \( \Sigma \) we define a relation

\[
\langle \rho \rangle_\Sigma \subseteq \langle \Gamma \rangle \times \langle A \rangle
\]

by induction on a typing derivation \( \Gamma \vdash e : A \) as follows:

\[
\begin{align*}
\langle \emptyset \rangle &= \{0\} \\
\langle \emptyset \rangle &= 1 \\
\langle \mathsf{T} \rangle &= \{x, \#f\} \\
\langle x \Rightarrow y \rangle &= 0 \\
\langle \mathsf{L}(A) \rangle &= \{w \in \mathsf{L}([A]) \mid |w|_{\mathsf{L}(A)} \leq N\} \\
\langle [a_1, \ldots, a_n] \rangle_A &= n + \sum_{i=1}^n |a_i|_A \\
\langle A \otimes B \rangle &= \{x \in \langle A \rangle \times \langle B \rangle \mid |x|_{A \otimes B} \leq N\} \\
\langle a, b \rangle_{A \to B} &= \langle A \rangle \times \langle B \rangle \\
\langle a, b \rangle_{A \to B} &= |b|_A + |a|_A
\end{align*}
\]

The thus defined interpretation of a program is non size-increasing in the following sense.

Lemma 5.2. If \( \rho \) is a relational valuation of \( \Sigma \) and \( \Gamma \vdash e : A \) then whenever \( \eta(\Gamma \vdash e : A) \rho \) one has \( |a|_A \leq |\eta|_A \).

Proof. Direct induction on typing derivations. \( \Box \)

For a given program \( P \) the mapping which sends \( \rho \) to the relational valuation

\[
\langle \rho \rangle \mapsto \langle \rho \rangle(f) \quad \text{or simply } \langle f \rangle \text{ for the thus obtained interpretation of a function symbol } f \text{ in some program } P
\]

is clearly monotone (with respect to inclusion) so that we can define the relational semantics of a program as the least fixedpoint of this functional which in view of the finiteness of the domains is actually reached after a finite number of iterations starting from the relational valuation assigning the empty relation to each function symbol.

We write \( \langle P \rangle(f) \) or simply \( \langle f \rangle \) for the thus obtained interpretation of a function symbol \( f \) in some program \( P \). Since
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the empty relation is a relational valuation and by the previous lemma the semantics maps relational valuations to relational valuations, the thus defined semantics of a program is also a relational valuation, i.e., non-size-increasing.

**Proposition 5.3.** Suppose that $P$ is a program containing some function symbol $f : (W) \rightarrow W$ and let $l \in W$ where $|l| \leq N$ (recall that $N$ is a fixed parameter). Notice that in this case $l \in \langle L(T) \rangle$ as well as $l \in \langle L(T) \rangle$. Then $\exists f(l) \iff \exists f(l) = f(l)'$ for all $l \in W$.

This means in particular that $\langle f \rangle$ is a partial function.

Before we prove this result let us remark that it allows us to evaluate any function $f : (L(T)) \rightarrow (L(T))$ in a finite amount of time (regardless of its termination behaviour under an evaluation strategy based on rewriting) by computing $\langle f \rangle$ for appropriate parameter $N$. We will later estimate the amount of time required for this so as to obtain the desired characterisation. Let us first come to the proof of the proposition, though:

**Proof.** For each $n \leq N$ we define inductively a family of simulation relations

\[
\sim_n \subseteq \{A\} \times \{U \subseteq \{A\} | U \neq \emptyset \land |U|_A \leq n\} \tag{15}
\]

between elements of $\{A\}$ and nonempty subsets of $\{A\}$ of size $\leq n$. Recall that $|U|_A = \max_{a \in U} |x|_A$.

To simplify the notation we introduce the following short-hands: if $U \subseteq \{A\}$ and $V \subseteq \{A\)$ then $U \times V := \{(a, b) | a \in U \land b \in V\}$. We have $U \times V \subseteq \{A \times B\}$ iff $|U|_A + |V|_B \leq N$ and in this case $|U \times V|_{A \times B} = |U|_A + |V|_B$.

If $U \subseteq \{A\}$ and $V \subseteq \{A\}$ then $U : V := \{a : w | a \in U \land w \in V\}$. We have $U : V \subseteq \{A\}$ iff $|U|_A + |V|_A + 1 \leq N$ and in this case $|U : V|_{A \to B} = |U|_A + |V|_B + 1$.

If $U \subseteq \{A \to B\}$ and $V \subseteq \{A\}$ then $V(U) := \{b | \exists a \in V. (a, b) \in U\}$. We have $|V(U)|_{B} \leq |U|_{A \to B} + |V|_A$.

We formally extend $\sim_0$ by putting $\bot \sim_0 \emptyset$. Notice that whenever $x \in \{A\} \cup \{\bot\}$ and $x \sim_0 U$ and $x \neq \bot$ then $U \neq \emptyset$.

The defining clauses are now given as follows.

$$
\forall x \sim_0 \emptyset \iff
\forall f \sim_0 \{f\} \iff
\forall n \sim_0+1 \{n\} \tag{15}
$$

\[
(a, b) \sim_{A \times B} W \iff
\exists m, n, U, V. n_1 + n_2 = n \land a \sim_{A}^{n_1} U \land b \sim_{B}^{n_2} V \land W = U \times V
\]

\[
f \sim_{A \to B} U \iff
\forall m, n, x, n_1 \leq N \land x \sim_{A}^{n_1} U \Rightarrow f(x) \sim_{B}^{n_2} U(V)
\]

\[
x : l \sim_{L(T)} W \iff
\exists m, n_1, U, V. n_1 + n_2 \leq n \land x \sim_{L(T)}^{n_1} U \land l \sim_{L(T)}^{n_2} V \land W = U : V
\]

Notice that if $m \leq n \leq N$ then $x \sim_{L(T)} U$ implies $x \sim_{A} U$. Notice also that if $A$ is heap-free and $x \sim_{A} U$ then $U$ has at most one element; exactly one if $x \neq \bot$. We write $\eta \sim_{L(T)} U$ for $\eta \in \langle L(T) \rangle$ and $U \subseteq \langle L(T) \rangle$ if there exist $\text{dom}(\eta)$-indexed families $(n_i)_{i \in \text{dom}(\eta)}$, $(U_i)_{i \in \text{dom}(\eta)}$ such that $\sum_{\eta \in \text{dom}(\eta)} \eta_i \leq n$ and $U = \bigcup_{\eta \in \text{dom}(\eta)} U_i$ and $\eta(x) \sim_{L(T)} U_x$ for all $x \in \text{dom}(\Gamma)$. If $X, Y$ are sets and $f : X \rightarrow Y$ and $U \subseteq X$ we define

\[
f(U) := \{y \in Y | \exists x \in U, y \in f(x)\}
\]

Similarly, if $\Gamma \vdash e : A$ and $U \subseteq \langle \Gamma \vdash e : A \rangle$ we define

\[
\langle \Gamma \vdash e : A \rangle(U, \eta) := \{b | \exists y \in U. \eta(\Gamma \vdash e : A) \beta b\}
\]

Suppose that we are given a domain-theoretic valuation $\psi$ and a relational valuation $\rho$ of a given signature $\Sigma$. We will write $\psi \sim \rho$ to mean that for each function symbol $f : (A_1, \ldots, A_n) \rightarrow B$ declared in $\Sigma$ and whenever $n = n_1 + \cdots + n_n \leq N$ one has $\bigwedge_{i=1}^n U_i \equiv \psi(f)(u_1, \ldots, u_n) \sim B \rho(f)^n(U_1, \ldots, U_n)$. We now have the following sublemma:

**Sublemma:**

Suppose that $\psi \sim \rho$. If $\Gamma \vdash \psi : A$ and $\eta \sim_0 U$ then $\langle \psi(\eta) \rangle \sim_0 \langle \Gamma \vdash \psi : A \rangle(U, \eta)$

**Proof of sublemma:**

By induction on typing derivations. For rule $\text{VAR}$ we use the fact that $U$ is nonempty.

Rule $\text{Sig}$ follows from the assumption made on $\psi$ and $\rho$.

Rule $\text{CONTR}$ uses the fact that elements of heap-free type have zero size as well as the observation that whenever $\sim_A U$ for heap-free $A$ then $U$ has at most one element which implies that whenever $\eta \sim_A U$ then $U$ has at most one element which implies that whenever $\eta \sim_0 U$ then $\eta \sim_0 U$.

Now let $\psi_0$ be the valuation defined by $\psi_0(f)(x) = \bot$ and $\rho_0$ be the relational valuation that assigns the empty relation to each function symbol. Clearly, $\psi_0 \sim \rho_0$ and so the sublemma shows that $\psi_m \sim \rho_m$ for all $m$.

As already mentioned, in view of the finiteness of the sets $\{A\}$ there exists $m_0$ such that $\langle P\rangle(f) = \nu_m f$ for all $f \in \text{dom}(\Sigma)$. Therefore, $\forall m, n \geq m_0. \rho_m \sim \rho_{m+n}$.

Now, $\langle P\rangle(f) = \nu_m f$ for all $f \in \text{dom}(\Sigma)$. It is readily seen by induction on types that each relation $\sim_A U$ is continuous in the sense that $\forall l : x \sim_0 U$ implies $V(x) \sim_0 U$ assuming of course that the $x$-form an ascending chain. We have thus proved that $\langle P\rangle \sim \langle P\rangle$ which yields the desired result when specialised to the type $L(T)$.

The idea is now to compute for a given $N$ the iterations $\rho_m$ by stepwise updating a big value table holding the relations $\rho_m(f)$.

To estimate the size of such a value table we must estimate the number of elements of the sets $\{A\}$. Writing $\#X$ for the
cardinality of set $X$ we have
\[
\log \#(T) = 1 \\
\log \#(\emptyset) = 0 \\
\log \#(L(A)) \leq N \log \#(A) \\
\log \#(A \otimes B) \leq \log \#(A) + \log \#(B) \\
\log \#(A \rightarrow B) \leq \log \#(A) + \log \#(B)
\]
Therefore, for a given program $P$ we can find a polynomial $p$ such that $\log \#(A) \leq p(N)$ for each type $A$ occurring in $P$.

The space required to store a relational valuation for $P$ in the relational model is therefore $O(2^{p(N)})$ where the hidden constant involves the number and arities of function symbols.

Now, using the definition of $\langle \Gamma \vdash e : A \rangle$ the computation of $p_{m+1}$ given a value table for $p_m$ and space to hold $p_{m+1}$ can be performed with $O(p(N))$ extra space which would be required e.g. to hold particular elements of $\langle A \rangle$.

In order to compute $\langle P \rangle$ we maintain space for two value tables initialising both with the empty relational valuation. If at any time one of these tables holds $p_m$ then we perform the necessary computations to achieve that the other one holds $p_{m+1}$. Thereafter, $p_m$ is not needed anymore so that we can overwrite it with $p_{m+1}$ and so forth, until no more changes take place and we have found $\langle P \rangle$.

Since $p_m \leq p_{m+1}$ the number of iterations is $O(2^{p(N)})$ as well (in the worst case each iteration adds one single tuple to $p$), so that we have given a $\text{DTIME}(O(2^{p(N)}))$ algorithm for computing $\langle P \rangle$ hence $\|P\|_f(l)$ for $f : (L(T)) \rightarrow L(T)$ when $|l| \leq N$. This concludes the proof of Theorem 5.1.

6. CONCLUSION AND FURTHER WORK

We have determined the strength of a quite natural linear functional programming language whose first-order fragment has the property that programs written in it can be translated into an imperative language like C without any dynamic memory allocation.

As already mentioned this is not so for the extension with higher-order functions considered here. When implemented in the usual way by closures arbitrary amounts of heap space will be required. The “dynamic programming” evaluation strategy described in the proof of Theorem 5.1 on the other hand finds the result in time $O(2^{p(N)})$ hence, by Cook’s result using a polynomial amount of heap space and an unbounded stack. However, it appears that while this bound is tight (Theorem 4.1) for most programs occurring in practice the evaluation with closures is much faster and less space-consuming. One particular case in point arises when higher-order functions do not occur within a recursive definition (formally, if fixpoint combinators are used with first-order type only). In this case, higher-order functions can be “compiled away” by simply performing all higher-order applications at compile time. A typical example is the use of higher-order combinators for lists like “map”, “fold”, etc. Every concrete instance of these is actually a first-order recursion. It seems straightforward to extend the first-order fragment of our language so as to encompass such instances of higher-order functions and to obtain a $O(2^N)$ bound on the expressiveness. We also point out that the value of the provided upper bound on expressivity is not the evaluation scheme used in its proof but rather the fact that it proves that certain functions whose complexity exceeds the bound cannot be expressed.

One referee suggested that by following ideas from Baker’s Linear Lisp [2] one could get rid of the resource type $\Diamond$. The author does not believe that this is the case. Without $\Diamond$ we could define
\[
f([]) = [] \\
g(a :: t) = u :: u :: t \\
h([]) = [u] \\
h(a :: t) = g(h(t))
\]
Then $|g(l)| = 2^{|l|}, |h(l)| = 2^{|l|}$ allowing us to create large amounts of heap space and thus compute a much larger class of functions; perhaps all computable functions. Indeed, it appears that without the resource type linearity by itself places no big restriction on the computational power. Of course it is another matter to infer possible annotations of an ordinary linear functional program with the resource type. Work along those lines is underway.

Another referee asked about the practical usefulness of “use once” functions. While not all higher-order functions are used only once this is, for example, the case for higher-order programs arising via the CPS-translation. Nonlinear higher-order functions, on the other hand, often tend to fall under the parametric category discussed above. Nevertheless, it is natural question to ask about the impact of adding arbitrary nonlinear higher-order functions. First, we have to note that a higher-order function may “contain” a resource element. Consider e.g. $f(d(\Diamond)) = \lambda u : \Diamond \rightarrow L(T).u d$. If we were allowed to use the function $fd$ more than once, we could generate arbitrary amounts of resources and thus would become Turing complete. On the other hand, we might consider a nonlinear function space or alternatively a Girardian !-operator applicable only to terms not containing free resources. Preliminary investigation suggests that in doing so the strength increases to elementary time.
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